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Abstract—Tightly coupled Visual-Inertial Navigation System (VINS) implementations have proven their superiority due to their ability to jointly optimize all state variables. However, this joint optimization is considered as a computational bottleneck within the system, and thus many traditional VINS can only be implemented on platforms containing powerful processors. In this work, we show a significant reduction in the computational burden of optimization can be achieved through the use of fragments; a set of co-visible feature points from across several different cameras efficiently split, categorized into groups, and then analyzed using a machine-learning inspired frequent-pattern growth algorithm. Furthermore, we use a reduced continuous representation during preintegration for better accuracy while requiring less computational resources. We validate our algorithm in datasets, showing that the derivation is not only more accurate, but requires significantly less computational resources. When tested on a Raspberry Pi, our implementation was able to track the system’s state in nearly 20 frames per second using only a single CPU core. Testing on another low power module shows a power draw of around 800 mW. Due to run-time considerations the Raspberry Pi was only competitive in regards to other optimization methodologies, but our algorithm displays remarkable accuracy on a more powerful platform.

I. INTRODUCTION

The Simultaneous Localization and Mapping (SLAM) challenge has been approached from multiple directions with multiple methodologies, but for small platforms such as mobile phones and Micro Aerial Vehicles (MAVs), Visual Inertial Navigation Systems (VINS) have been deemed particularly attractive due to their low physical requirements. Using a synchronized monocular camera with an inexpensive IMU, VINS allow for generating very accurate odometry in GPS-denied environments with a minimal yet highly practical setup. In traditional vision-based systems, a monocular (or stereo) camera setup tracked its position and orientation in space through either optimization or filtering. Since these traditional vision sensors are fundamentally very sensitive to rotations and fast movements, the addition of an IMU is highly effective, enabling the system to improve tracking of the position because it allows for recovering the global roll, pitch and the metric scale (for monocular setups). This is done by addressing the gaps where the camera cannot supply enough information for the system to reliably estimate its state.

Various methodologies have been developed for inertial navigation with varying degrees of success. Initial implementations were of loosely coupled approaches [1], [2] where the IMU was considered an independent unit from vision-based SLAM. The IMU was used for propagating the state while pose tracking was done using the camera. Quickly, tightly coupled implementations [3]–[5] proved their superiority, as they use only one estimator to find the optimal state estimate by fusing raw measurements from the camera and IMU directly. Many current visual inertial approaches are based on a simple yet effective Extended Kalman Filter (EKF) to process a measurement only once whenever the state changes. Despite their successes, it has been shown that EKF based VINS suffer from errors linked to an ill estimated state uncertainty. For these systems, their advantages ultimately give rise to theoretical weaknesses, as the EKF based optimization leads to an underestimated state uncertainty as well as an impaired handling of consistency due to their partial observability [6], [7]. Observability constraint aware filters have been expanded upon in additional works [8]–[10] due to their ability to enforce the correct observability of the EKF of the system along specific directions, but at the cost of additional computations and ignoring older states.

To alleviate the weaknesses of filtering-based approaches, formulations of VINS that are based on graph optimization arose. Optimization approaches are very effective given their ability to consider the entire state history of the system. This is done by solving a least-squares formulation or a Bundle Adjustment (BA) problem over a set of state measurements. While optimization approaches are very accurate, the computational complexity grows steadily in the long term, as each batch of measurements must be re-linearized when the system optimizes its state. Incremental optimization strategies were developed to address this, with full smoothing that does not ignore early measurements [11]–[13]. Despite this, optimization-based approaches, even incremental ones, are typically not used on computationally constrained platforms. Instead filtering-based approaches are more common due to their aforementioned computational simplicity as even the traditional incremental approach suffers extensively (as much as non-incremental solvers) in situations where many of the variables have to be re-linearized.

Our first contribution in this work is modifying the incremental properties of optimization approaches resulting in a much simpler process we nickname fragmentation. We do not take into account all the variables, but instead group

Yehonathan Litman is with the Department of Computer Science at Stony Brook University (yehonathan.litman@stonybrook.edu).
Ya Wang is with the J. Mike Walker ’66 Department of Mechanical Engineering at Texas A&M University (ya.wang@tamu.edu).
Ji Liu is with the Department of Electrical and Computer Engineering at Stony Brook University (ji.liu@stonybrook.edu).

This work was partially supported by the U.S. Department of Energy ARPA-E [DE-AR0000531 and DE-AR0000945].
the cameras that share the most points into fragments. By splitting up the problem into smaller bits of information the system enjoys several benefits of sparsification and thus the computational cost goes down. It also allows us to track many more frames using fixed lag smoothing. Coupled with coding our system’s visual frontend in NEON intrinsics, the estimator can naturally estimate the state dramatically faster and work with many more features on ARM processors.

Our second contribution in this paper is employing continuous linear dynamics during the IMU preintegration [14], making the process more accurate and less computationally expensive compared to discrete based preintegration. By incorporating our continuous approach into a full BA optimization problem, we succeed in better capturing the IMU states and biases, thus improving the positional accuracy of our system.

We also adopt the approach described in [15] for our marginalization strategy, but only for more computationally capable platforms. In the experimental section we show the system’s robustness in both datasets and a real-world test, and display its exceptional performance on both a laptop processor and a Raspberry Pi.

II. FRAGMENTED BUNDLE ADJUSTMENT

A. Bundle Adjustment

To optimally track the system’s current state we minimize the errors of both the feature reprojection and IMU measurements within a set of recent camera frames. This optimization can be described as a maximum likelihood estimation problem over a set of structure landmarks denoted as \( L_k \) and relative IMU states denoted as \( C_k = \{ R_k, p_k, v_k, \dot{b}_k, b_k^c \} \), where \( (R_k, p_k) \in \text{SE}(3) \) is the pose, \( v_k \in \mathbb{R}^3 \) is the velocity, and \( \dot{b}_k \in \mathbb{R}^3, b_k^c \in \mathbb{R}^3 \) are both the gyro and accelerometer biases, respectively. We do full smoothing in our VINS, but present a fixed-lag formulation where the optimization is done in relation to the recent history of keyframes \( K \) up until the current timeframe \( k \). For fixed-lag optimization, a sliding window containing the most recent measurements is used. Thus, we denote the complete state \( \theta_k = \{ C_k, L_k \} \) as a set of all states from the beginning of our sliding window up until the current timeframe \( k \) (the most recent measurement of the sliding window). Lastly, we denote the set of raw IMU and feature measurements collected up until the current timeframe as \( \mathcal{Z}_k \). The optimal solution \( \theta^* \) can now be formulated as the following

\[
\theta^*_k = \arg \max_{\theta_k} P(\theta_k|Z_k) = \arg \min_{\theta_k} -\log P(\theta_k|Z_k) \tag{1}
\]

For a current frame \( i \), each feature measurement \( I_j \in L_i \) is projected into the camera frame to become a two dimensional measurement in \( \mathbb{R}^2 \). We then get the reprojection error by comparing with the actual matching image measurement \( z_j \):

\[
r_{I_j} = \pi(R_{i}, p_i, I_j) - z_j \tag{2}
\]

\[
r_{I_j} \sim \mathcal{N}(0, \Sigma_{I_j}) \tag{3}
\]

where \( \Sigma_{I_j} \) is the covariance of the matching image measurement \( I_j \) and \( \pi(\cdot) \) is the projection function, which in our work is implemented via an inverse depth representation [16]. We also assume a pinhole-camera model and incorporate a previously determined IMU-camera transformation.

The second residual around the IMU state is represented as \( r_C \) with covariance \( \Sigma_C \). Note that \( C_i \) is the relative IMU measurement between two keyframes \( i \) and \( i + 1 \). The third residual \( r_{C_0} \) is a prior on the first state \( C_0 \) with covariance \( \Sigma_{C_0} \). The reason we need to implement both the prior and IMU residuals is due to the unobservability of both position and angle around the gravitational axis in a visual inertial system. Note that the prior and IMU error functions will be discussed in detail in section III. Then (1) can be simplified into the following fixed-lag formulation

\[
\theta^*_k = \arg \min_{\theta_k} \| r_{C_0} \|_{\Sigma_{C_0}}^2 + \sum_{C_i \in K_k} \| r_{C_i} \|_{\Sigma_{C_i}}^2 \tag{4}
\]

\[
+ \sum_{C_i \in K_k} \sum_{l_j \in C_i} \| r_{I_j} \|_{\Sigma_{I_j}}^2 \tag{5}
\]

where \( \| r \|_{\Sigma}^2 = r^\top \Sigma^{-1} r \) is the squared Mahalanobis distance.

B. Incremental Formulation

By utilizing a sparse information matrix \( \mathcal{I} \) that encodes the change in state variables within a window of measurements, we do not need to refactorize the entire history of the measurements every time camera and IMU measurements arrive. As such, we modify the information matrix only as measurements arrive, i.e. incrementally.

In this section we focus on efficiently recovering \( \theta^* \)’s reprojection error \( r_1 \), and covariance \( \Sigma_1 \) in an incremental fashion. This can be done using the Gauss-Newton iterative algorithm in order to find a linear least squares solution. We start with an initial estimate \( \theta_0 \) and initial error \( r_0 \). At each \( i \)-th iteration, we compute the small correction \( \Delta_1 \) towards the approximate solution in the neighborhood of \( \theta_i \)

\[
r_{i}(\theta_i + \Delta_{i+1}) \approx r_i \theta_i + J_1 \Delta_{i+1} \tag{6}
\]

where \( J_1 = \frac{\partial r_i}{\partial \theta_i}|_{\theta=\theta_i} \). (5) ultimately a linear least-squares problem that also preemptively incorporates the covariances [12]. When the optimizer solves for \( \Delta_{i+1} \), we can update the next state \( \theta_{i+1} \) via addition for the vectors and an exponential map operation on the matrices [11].

For simplicity, from now on \( \Delta_{i+1} \) will be denoted as \( \Delta \). To solve for \( \Delta \), we can employ the Schur trick on the Hessian information matrix \( \mathcal{I} \). We marginalize \( L \) from \( C \) in order to get the following block matrix

\[
\mathcal{I} = \begin{bmatrix} C & B \\ B^\top & L \end{bmatrix} \sigma = \begin{bmatrix} \sigma_C \\ \sigma_L \end{bmatrix} \tag{7}
\]

where \( C = J_C^\top J_C, L = J_L^\top J_L, B = J_C^\top J_L \), and \( \sigma \) is the residual change where \( \sigma_C = J_C^\top r_1, \sigma_L = J_L^\top r_1 \) and we solve for \( \Delta = \sigma \). Now we are able to compute the Schur complement

\[
S_C = C - BL^{-1}B^\top \tag{8}
\]

\[
S_C \Delta_C = \sigma_C - BL^{-1} \sigma_L \tag{9}
\]
where $S_C \Delta C$ is the conjugate gradient primitive. Note that $\Delta L$ is solved through back-substitution. The key to solving the above is making the products $BL^{-1}B^T$ and $BL^{-1}\sigma L$ as sparse as possible. We can efficiently solve for these equations through naive incremental updates $\delta L^{-1}$ to the structure, but for cases where too many points are being modified $\delta L^{-1}$ can be almost as dense as it would be through a non-incremental step, defeating the purpose of incremental simplification. We present an incremental approach that is capable of incrementally solving the Schur complement in cases where $\delta L^{-1}$ is both sparse and dense.

### C. Fragmented Acceleration

To dramatically accelerate the iterative solution for (8), the solver must be able to handle both cases where the update $\delta L^{-1}$ is either sparse or dense. Other incremental formulations [12], [13], [17] consider only sparse cases and thus have to resort to expensive batch updates when the frames in the sliding window share the same features (since the state of all variables have to be updated). For this we modify the incremental update step of (8) by changing the set of structure points used for optimization.

Since $S_C$ is composed from the Schur complement of individual points, we can treat them separately. However, this doesn’t mean we have to construct the Schur complement for every single feature point in an explicit fashion. This is favorable because some points that are observable for a few cameras hold minimal information content, and only serve to make the Schur complement more dense. If we consider the case where $C_k$ is seeing $L_k$ points, then the complexity of an explicit method would be $O(L_k^2)$ since the Schur complement matrix is dense and the vector is full, but for an implicit method the complexity would be the number of measurements that we see, or $O(L_k L_k)$ [18]. In the case of incremental VINS there are many more points shared by cameras than there are isolated points, so we can simply omit the isolated points in $\delta L^{-1}$ from the dense part of the system for further efficiency and opt for additional iterations with our optimizer to ensure completeness. Ultimately this operation does not corrupt our information matrix as much and in the long run makes the problem sparser.

Now that we devised a way to keep our information matrix sparse, the question shifts to how we can make an incremental scheme that makes use of most information while remaining efficient. When we analyzed complexity, we considered the case for when all points are seen by all the cameras, but this is not the case for our VINS. This is where groups or factors, or fragments can come into use. It is known that $S_C \Delta C$ is a sum of the contributions from each point observed by the cameras, or $\sum_{j \in \mathcal{E}} S_j \Delta C$. In that case, if we consider a single factor, calculating the Schur complement would be unfavorable, since it would bring little information to $S_C$ given that it adds one image measurement yet many unknowns. Obviously, in such a case an implicit method would be best, but it is precisely what we would like to avoid. By the use of fragmentation, we can sum multiple $S_j$ into a single resulting matrix, a fragment of $S_C$.

Finally, we must find a way to efficiently determine the points that are shared by many cameras and those the points that are not. [15] checks for smaller segments of cameras that observe common points, but it employs a less efficient brute-force approach that explicitly searches for the set of cameras that share the most points. It is also less accurate since it may not include cameras that share a high number of points but are out of range. In data mining problems, a frequent pattern tree (FP tree) [19], [20] is sometimes used in machine-learning techniques to categorize the database by priority for very efficiently finding associations between variables. We can similarly utilize this for our BA problem [21] by constructing a FP tree to efficiently associate the number of points with the number of cameras, where cameras are represented as nodes that observe a number of feature points.

Cameras associated with more feature points are of lower depth (i.e. closer to the root node). However, the FP tree has only been applied to generic BA problems [21]; as such, we utilize our FP tree in an incremental manner by adding incoming camera measurements as new nodes as well as removing old camera nodes that are at the back of the sliding window, and an example of our FP tree can be seen in Figure 1. This is also referred to as the FP-growth algorithm [22]. Using the FP tree we can easily find fragments that share the most common points and solve the Schur complement update step. Points that are too isolated are not considered. To represent the degree of isolation, we can choose a limit to the points-to-cameras ratio below which the points are not included in the Schur complement calculation. For example, if we choose a limit of 4 points-to-cameras ratio, we do not include 3 points seen by a single
camera or 4 points seen by 2 cameras. Since we do not include all the points in our Schur complement calculation, error optimization becomes significantly cheaper and many frames can be utilized in our sliding window for a much more robust solution.

III. CONTINUOUS PREINTEGRATION

Our state formulation for the IMU state and noise rests upon the foundations described in [14]. An IMU measuring the inertial state of a robot outputs measurements \( \omega_k \) and \( a_k \) affected by noise from both its internal gyroscope and the accelerometer, with the true measurements being \( \omega_k \) and \( a_k \). As such, the standard IMU kinematic model of our system can be described as the following [23]

\[
\dot{R} = R_k \omega_k^\wedge \quad a_k = R_k a_k + g_w \quad \dot{p}_k = v_k \tag{9}
\]

where \( p_k \) and \( v_k \) are the position and velocity at time frame \( k \), and the \( \wedge \) operator represents the skew-symmetric operation. Given a state \( x_k \) at keyframe \( k \), we can use the process of preintegration (i.e. combining a number of IMU measurements from two consecutive keyframes into one motion contraint) [14] to predict the future state \( x_{k+1} \) of our system. For our preintegration formulation, we first define the change in IMU velocity and position using (9) as follows

\[
R_{k+1} = R_k \exp(J^b_k b_k^\delta) \tag{10}
\]

\[
v_{k+1} = v_k + g_w \Delta t + \frac{1}{2} g_w \Delta t^2 \tag{11}
\]

\[
p_{k+1} = p_k + v_k \Delta t + \frac{1}{2} g_w \Delta t^2 + R_k (\Delta p + J^g_k b_k^\delta) \tag{12}
\]

where \( R_k, \Delta p, \) and \( \Delta v \) are the preintegration measurements that are linearized with respect to the biases between two consecutive image frames \( k \) and \( k+1 \) unless specified otherwise, and \( \Delta t = t_{k+1} - t_k \). The Jacobian terms are defined in [14]. They refer to the first order approximations, e.g. \( J^g_{\Delta R} = \frac{\partial \Delta p_k}{\partial b_k} \), and can be calculated incrementally as the IMU measurements arrive.

Following [23], we use a local representation when calculating the next velocity preintegration mean in the IMU measurement time frame \( \tau \)

\[
\Delta v^k_\tau = \int_{t_k}^{t_{k+1}} R_k^\top (\tilde{a}_k - b_k^a - n_k^ba - R_k g_w) \, dt \tag{13}
\]

where \( R_k^\top \) is the rotation from time frame \( k \) to the IMU time frame \( \tau \) and \( n_k^ba \) is the slowly accelerometer’s varying Brownian random motion bias at \( k \). The effect of gravity is integrated into the acceleration estimation to account for cases where the IMU is rotating against the gravitational direction, hence we estimate acceleration in its own local frame. This is because unlike the traditional model, we choose not to treat IMU measurements as strictly fixed in their value over the measurement time, as small as it is. Going off of the fact that \( \Delta p = \Delta v \), we can simplify the preintegration mean calculation to a continuous formulation done successively over the IMU measurements

\[
\Delta R^g_{\tau+1} = \Delta R^g_k \exp(\omega_k \Delta t) \tag{14}
\]

\[
\Delta v^k_{\tau+1} = \Delta v^k_k + R^k_{\tau+1} \int_{t\tau}^{t_{\tau+1}} \exp(\omega_k \delta t) a_k \, d\delta t \tag{15}
\]

\[
\Delta p^k_{\tau+1} = \Delta p^k_k + \Delta v^k_k \Delta t + \int_{t\tau}^{t_{\tau+1}} \delta t \exp(\omega_k \delta t) a_k \, d\delta t \tag{16}
\]

where \( \Delta t = t_{\tau+1} - t_\tau \) between IMU measurements, \( \delta t = t_{\tau+1} - u \) with \( u \) as an integration constant, and \( \exp \) is an exponential map operation from \( \mathbb{R}^3 \) to \( SO(3) \). We can apply Rodrigues’ equation to remove the integration notation [24]. Overall, the continuous preintegration mean update step better models the dynamics while remaining simpler than discrete methods.

Since we defined everything needed to describe the motion constraint, the complete error state uncertainty can be defined by manipulating (10), (11), (12)

\[
r_R = \log((\Delta R \exp(J^g_k b_k^\delta))^\top (R^k_{\tau} R_j)) \tag{17}
\]

\[
r_p = R^\top (p_j - p_i - v \Delta t - \frac{1}{2} g_w \Delta t^2) - (\Delta p + J^g_k b_k^\delta + J^a_k \delta b_k^a) \tag{18}
\]

\[
r_v = \log((R^\top \Delta v - v_j - g_w \Delta t) - (\Delta v + J^g_k b_k^\delta + J^a_k \delta b_k^a) \tag{19}
\]

\[
r_b = b_j - b_i \tag{20}
\]

\[
r_{C_0} = \begin{bmatrix}
\log(R^\top_{\tau} R_j) \\
R^\top_{\tau} (p_j - p_i) \\
R^\top_{\tau} (v_j - v_i) \\
b_j - b_i
\end{bmatrix} \tag{21}
\]

where \( [R_{\tau}, v_{\tau}, p_{\tau}, b_{\tau}] \) is the estimated state at a time frame \( \tau \). \( r_{C_0} \) is the prior residual, \( r_{C_j} = [r_R, r_p, r_v, r_b]^\top \) is the IMU residual, \( \delta b \) is the difference between the estimated bias and the real bias, and \( \Delta t = t_j - t_i \). Note that the above error definitions are the IMU error and prior optimized upon in section II. For accurately estimating the noise in the preintegrated measurements, the discrete covariance \( \Sigma C \) (which we denote as \( P_k \) in this section) of \( r_{C_0} \) needs to be obtained. When the program starts, the covariance is initialized to \( 0_{15 \times 15} \). We define \( F_k \) as the jacobion transition matrix, and given that it changes between two consecutive IMU measurements, \( P_k \) can be calculated with a first degree Taylor expansion and incrementing with a predetermined IMU diagonal noise covariance matrix \( Q_0 \) [24]

\[
P_{\tau+1} = (I + F_{\tau} \Delta t) P_{\tau} (I + F_{\tau} \Delta t)^\top + Q_0 \tag{22}
\]

IV. EXPERIMENTAL VALIDATION

A. EuRoC Datasets

Apart from the formulation we described in the previous sections, our VINS is implemented in two different ways;
for more computationally capable devices the visual frontend utilizes stereo images and employs the marginalization strategy described in [15], though we also recommend [25]. However, for less powerful platforms the visual frontend utilized images from a monocular camera and older frames were simply dropped out of the sliding window. Feature detection, LK optical flow tracking, and pyramid construction for our visual frontend was implemented using NEON intrinsics when the algorithm was executed on ARM processors. We adapted the code base of ICE-BA [15] but replaced the segment searching portion of it with our FP-tree formulation. We tested the two versions of our algorithm on the EuRoC datasets [26] with a laptop equipped with an Intel i7-8650U and a Raspberry Pi 3B+ slightly overclocked to 1.5GHz. The EuRoC datasets were recorded with a VI-Sensor, which synchronized a high quality IMU at 200Hz with two global shutter image sensors at 20Hz, but for the Raspberry Pi we only use the data from the IMU and left camera. We evaluate our two VINS versions with respect to the groundtruth and provide the RMSE in Table I. Cases where the algorithm failed are denoted with an “X”.

<table>
<thead>
<tr>
<th></th>
<th>Ours (Raspberry Pi)</th>
<th>OKVIS</th>
<th>MSCKF</th>
<th>ROVIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH_01</td>
<td>0.126</td>
<td>0.217</td>
<td>0.179</td>
<td>0.120</td>
</tr>
<tr>
<td>MH_02</td>
<td>0.091</td>
<td>0.249</td>
<td>0.137</td>
<td>0.146</td>
</tr>
<tr>
<td>MH_03</td>
<td>0.161</td>
<td>0.367</td>
<td>0.268</td>
<td>0.305</td>
</tr>
<tr>
<td>MH_04</td>
<td>0.198</td>
<td>0.302</td>
<td>0.342</td>
<td>0.317</td>
</tr>
<tr>
<td>MH_05</td>
<td>0.232</td>
<td>0.421</td>
<td>0.313</td>
<td>0.452</td>
</tr>
<tr>
<td>V1_01</td>
<td>0.068</td>
<td>0.175</td>
<td>0.090</td>
<td>0.118</td>
</tr>
<tr>
<td>V1_02</td>
<td>0.101</td>
<td>0.213</td>
<td>0.112</td>
<td>0.158</td>
</tr>
<tr>
<td>V1_03</td>
<td>0.157</td>
<td>0.368</td>
<td>0.203</td>
<td>0.281</td>
</tr>
<tr>
<td>V2_01</td>
<td>0.080</td>
<td>0.233</td>
<td>0.188</td>
<td>0.179</td>
</tr>
<tr>
<td>V2_02</td>
<td>0.182</td>
<td>0.288</td>
<td>0.155</td>
<td>0.269</td>
</tr>
<tr>
<td>V2_03</td>
<td>0.223</td>
<td>0.359</td>
<td>0.219</td>
<td>X</td>
</tr>
</tbody>
</table>

We compare our algorithm against MSCKF-VIO [9], OKVIS [3], and ROVIO [27], all state-of-the-art VINS with implementations based on both optimization and filtering, and it can be easily seen that our implementation performs remarkably well on all datasets against the other algorithms. The Raspberry Pi had performance comparable to that of ROVIO, but due to a large window size it was fairly robust, and even managed to beat out the other algorithms in MH_04_difficult. Note that loop closure was disabled for OKVIS and ROVIO for a fair comparison with our approach. In addition, we attempted an accuracy comparison with ICE-BA [15], but we found that the accuracy was very similar to our algorithm. This is likely attributed to the fact that our code is based upon ICA-BA.

We also compare the CPU resource usage of all the VINS in Figure 2. For our laptop, we used a sliding window size of 40 frames and on the Raspberry Pi we used a sliding window size of 12 frames. While we compared the accuracy of our algorithm on both the laptop and the Raspberry Pi in respect to other VINS formulations, we do not include the Raspberry Pi in the computational resource usage comparison test since the only other algorithm that could run on the Raspberry Pi was ICE-BA, albeit at around 7 frames per second. As for our VINS, the Raspberry Pi tracked the state using a single ARM core with near real-time performance as the frontend received images at their original 752 by 480 pixel resolution. Our visual frontend needed only 18 ms on average when using NEON intrinsics as opposed to 50 ms when using OpenCV. The Raspberry Pi did experience intermittent buffering due to updates in global map updates, but we chose to keep it enabled since it made the estimator significantly more robust. Interestingly, both MSCKF-VIO and OKVIS showed very high resource usage. This can be attributed to the fact that the i7-8650U processor inside the laptop is composed of eight low-power cores running at 1.9GHz. MSCKF-VIO and OKVIS are obviously designed for processors with high-power cores as opposed to low-powered ones. Our proposed VINS, however, uses slightly more than one core and utilizes almost as little resources as ROVIO. We also include a comparison of ICE-BA’s resource usage on the laptop, though we don’t see a great difference in resource usage, likely since our algorithm and ICE-BA both use the same marginalization technique on laptops. It is likely that the noticeable difference in performance on the Raspberry Pi was due to the fact that the computational bottleneck of both our algorithm and ICE-BA was the fragmentation process.

### B. Ultra-Low Power Test

Since the algorithm ran fairly well on the Raspberry Pi, we decided to do an additional test using a NanoPi Neo Core2-LTS computer module which sports an Allwinner H5, an ultra-low power processor that is computationally less capable than the Raspberry Pi. The benefit of the computer module is that it is very small and light, measuring at 40mm by 40mm and weighing around 7 grams when the heatsink and headers are removed.

When tested on the NanoPi, our VINS showed an average throughput of 12 FPS with original images from MH_01_easy, and required around 800mW of power. As can be seen in Figure 3, powerful computers can be mounted on
250mm size MAVs, but not on smaller quadrotor platforms due to weight and power constraints. However, given the small size and weight of the NanoPi module, there is great promise in implementing our fragmented VINS algorithm on nano quadrotors of sizes as small as 75mm.

Fig. 3: Size comparison between the NanoPi module and a Jetson TX2 mounted on a 250mm size quadrotor.

V. CONCLUSION

In this work, we showed that it is possible to significantly accelerate the process of bundle adjustment via a fragmentation process. To further speed up our algorithm we utilized a continuous representation for preintegration and used NEON intrinsics to efficiently extract and track image features. When tested in the EuRoC datasets, our algorithm required little computational resources yet exhibited highly accurate state estimation on a laptop, a Raspberry Pi, and an ultra-low power computer module. Overall, our algorithm consists of the “best of both worlds”; on the one hand it’s as accurate as optimization-based approaches and on the other it’s as computationally light as filtering-based approaches. We see great promise in implementing our VINS in nano drones for indoor autonomous navigation without any external input. In the future, we plan to build an integrated system consisting of a monocular camera, IMU, and a low-power processor to place in a nano quadrotor for onboard autonomous estimation and navigation.
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